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Excessive weld penetration is a weld defect that affects weld quality and the service life of
Engineering Structures, such defects can be eliminated by the optimum selection of welding process
parameters. This study is carried out to optimize the heat input, An experimental matrix was
developed with the design expert software, which resulted in a composite design. Mild steel plate of
10mm thickness was cut to size measuring 80mm in length and 40mm in width, the samples were
grinded, polished and welded with the Tungsten Inert Gas. Thereafter the heat input was determined
for the weld samples, the experimental results was used as the data. The Response Surface
Methodology, was employed to optimize the responses from input parameters which includes current,
voltage and gas flow rate. The experimental results shows that the minimum value for current is 120,
voltage 20, gas flow rate 12 and the maximum value are 170 Amp, 25 volt, 14Lit/mm. The RSM
model selected the quadratic model as the suitable model for the heat input, deposition rate, weld
penetration size because it has a p — value < 0.05. The models developed possessed good noise to
signal ratio of 9.47 for heat input. The optimal numerical solution was obtained and the result shows
that a current of 157.67 will combine with 24.44 volt and 12.34 Lit/min to produce a weld having
0.603 heat input.
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INTRODUCTION

The amount of energy introduced into a weld during any arc
welding process, is regarded as the "heat input". It is a critical
parameter that should be considered and controlled to make
sure weld quality meet the required standard. Popovic ef al.,
(2010) reported that the welding heat input has a great
influence on the thermal and mechanical properties of welded
structures. The heat input plays a vital role of governing the
cooling rates in welds and thereby causing a change in the
microstructural configuration on the weld metal toughness.
The cross sectional area of a weld is generally proportional to
the amount of heat input. As more energy is supplied to the
arc, more filler material and base metal will be melted per unit
length, resulting in a larger weld bead. The quality of the
welded material can be evaluated by many characteristics, such
as penetration size, bead width, bead height and deposition rate
Deshmukh et al., (2014). These characteristics are controlled
by a number of welding parameters and therefore to attain
good quality, it is important to set up the proper welding
process parameters. But the underlying mechanism connecting
the welding parameters and quality characteristics is usually
not known.

*Corresponding author: Atalor, N.D.,
Department of Production Engineering, University of Benin, Benin
City, Nigeria

Kim and Rhee (2001) mentioned that there are several other
experimental designs that can be used such as astagucchi, full
factorial and genetic algorithm but are faced with some
limitations. They also stated that as the number of inputs
increases the number of experiment increases exponentially
making the full factorial design inefficient which requires the
modification of the experimental design space. Apurv and
Vijaykumar(2014) investigates the effect of heat input
(controlled by welding current, welding voltage and welding
speed) on tensile strength, micro-hardness and microstructure
of austenitic 202 grade stainless steel weldments produced by
shielded metal arc welding (SMAW). The base material used
in the present investigation was Cr-Mn SS and 308L SS solid
electrode was used as the filler material. From the
experimental results, it was found that the increase in heat
input affects the micro-constituents of base metal, and heat
affected zone (HAZ). Tensile strength decreases with increase
in heat input and from scanning electron microscopy of tensile
test fractured surfaces exhibited ductile & brittle failure. From
micro hardness data values it was observed that hardness of
material increases with increase in heat input in weld pool and
decreases in HAZ zone. Optical microscopy shows that smaller
dendrite sizes and lesser inter-dendritic spacing were observed
in the fusion zone at low heat input. And long dendrite sizes
and large inter-dendritic spacing were observed in the fusion
zone of the joint welded at high heat input. Further it was
observed from the optical micrographs that the extent of grain
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coarsening in the HAZ increases with increase in heat input.
Hari and Sunil, (2013) shows the effect of heat input on
dilution and how it affects the heat affected zone in submerged
arc welding process, they concluded that excessive heat inputs
greatly increases the heat affected zone. Hu et al. (2013), and
Honggang et al. (2014), also proved from their article that
excessive heat input greatly alters the microstructural
properties of the metal. The relationship can be developed by
using experimental design techniques. According to Myers and
Montgomery (1995), the experimental optimization of any
welding process is often a very costly and time consuming
task, due to many kinds of non-linear events involved. One of
the most widely used methods to solve this problem is the
Response Surface Methodology (RSM) Suneel and Jagadeesh
(2016), Correia et al., (2005) and Doniavi et al., (2016). In this
method, the experimenter tries to approximate the unknown
mechanism with an appropriate empirical model, being the
function that it represents which is called a response surface
model. Identifying and fitting from experimental data a good
response surface model requires some knowledge of statistical
experimental design fundamentals, regression modeling
techniques and elementary optimization methods.

MATERIALS AND METHODS

Materials: 100 pieces of mild steel coupons measuring 80 x
40 x10mm was used for the experiments, the experiment was
performed 20 times, using 5 specimens for each run.100% pure
Argon gas was used in this research study. The key parameters
considered in this work are welding current, welding speed,
gas flow rate and welding voltage.

The range of the process parameters obtained from literature is
shown in the table 1.The tungsten inert gas welding equipment
was used to produce the weld specimen after the edges have
been machined. Figure 1 shows the TIG welding setup.

Table 1. Process parameters and their levels

Process parameters Unit Symbol  Low (-) High (+)
Welding Current Amp 1 120 170
Welding Voltage Volts \% 20 25

Gas Flow Rate Litmill F 12 14

Table 2. Experimental Matrix (CCD) in actual factors

Runs 1(A) \Y GFR (L/min)
1 170 20 12
2 170 20 12
3 170 25 14
4 170 25 14
5 120 25 14
6 170 21 14
7 120 22 12
8 130 20 14
9 130 22 12
10 120 22 14
11 120 20 14
12 140 23 12
13 140 24 12
14 140 22 14
15 120 23 12
16 120 25 12
17 150 20 12
18 150 22 12
19 140 21 14
20 170 23 14

Fig. 2. TIG Torch

Fig. 4. Tungsten electrode
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The welding process uses a shielding gas to protect the weld
specimen from atmospheric interaction, a weld torch directs the
gas to the region of weld. Figure 2 and Figure3 shows the weld
torch and shielding gas cylinder and regulator.In this
experiment, the dimension used for the TIG welding electrode
is 1.6 — 3.2 and 4mm. this was chosen on the basis of the
current intensity. The electrode is shown in the Figure 4.

Central Composite Design

A second-order model can be constructed efficiently with
central composite designs (CCD) (Montgomery, 1997). CCDs
are first-order (2 N) designs augmented by additional centre
and axial points to allow estimation of the tuning parameters of
a second-order model. Figure 5 shows CCD for 3 design
variables.

Table 3. Table of output Parameters, Units and Symbols

S/N Responses Notations Unit

1 Deposition Rate DR Kg/minute

2 Weld penetration WP mm

3 Heat Input HI KJ/minute
*3

¢

® Factonal points
db Axial points
ﬂb Central point

Figure 5. Central Composite Design for 3 Design Variables at 2 Levels
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Figure 6. Design matrix showing the real values and the experimental values

Method of Data Collection

The central composite design matrix was developed using the
design expert software, producing 20 experimental runs. The
input parameters and output parameters make up the
experimental matrix and the responses recorded from the weld
samples was used as the data. The table below shows the
central composite design matrix.

In Figure 5, the design involves 2 N factorial points, 2N axial
points and 1 central point. CCD presents an alternative to 3N
designs in the construction of second-order models because the
number of experiments is reduced as compared to a full
factorial design (15 in the case of CCD compared to 27 for a
full-factorial design). The CCD was adopted for this research
due to its flexibility with respect to the issue of 2 way
interactions.



75480

Atalor et al. Prediction and optimization of heat input on mild steel weldments

RESULTS AND DISCUSSION
RESULTS

The randomized design matrix comprising of three input
variables namely; current (Amp), voltage (Volt) and gas flow
rate (I/min) and three response variable (heat input) in real
values is presented in Figures 6. The model summary which
shows the factors and their lowest and highest values including
the mean and standard deviation is presented as shown in
figure 7 which revealed that the model is of the quadratic type
which requires the polynomial analysis order as depicted by a
typical response surface design.

The minimum value of deposition rate was observed to be
0.610g/s, with a maximum value of 0.90g/s, mean value of
0.802 and standard deviation of 0.083.For weld penetration,
the minimum value was observed to be 6.180mm, with a
maximum value of 12.30mm, mean value of 8.788 and
standard deviation of 1.344.For heat input, the minimum value
was observed to be 1063J/mm, with a maximum value of
2165)J/mm, mean value of 1591.75 and standard deviation of
374.224. To validate the suitability of the quadratic model in
analyzing the experimental data, the sequential model sum of
squares was calculated for the heat input as presented in
Figure 8. The sequential model sum of squares table shows the
accumulating improvement in the model fit as terms are added.
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Figure 7. RSM design summary
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Based on the calculated sequential model sum of square, the
highest order polynomial where the additional terms are
significant and the model is not aliased was selected as the best
fit. From the result of figure 8, it was observed that the cubic
polynomial was aliased hence cannot be employed to fit the
final model. In addition, the quadratic and 2FI model were
suggesed as the best fit thus justifying the use of quadratic
polynomial in this analysis. To test how well the quadratic
model can explain the underlying variation associated with the
experimental data, the lack of fit test was estimated for each of
the responses. Model with significant lack of fit cannot be
employed for prediction. Results of the computed lack of fit
for the heat input is presented in Figure 9.

predicted error sum of square (PRESS) statistic for each
complete model. Low standard deviation, R-Squarednear one
and relatively low PRESS is the optimum criteria for defining
the best model source. Based on the results of figurel0 the
quadratic polynomial model was suggested while the cubic
polynomial model was aliased hence, the quadratic polynomial
model was selected for this analysis. Analysis of the model
standard error was employed to assess the suitability of
response surface methodology using the quadratic model to
maximize the deposition rate, weld penetration and optimize
the heat input. The computed standard errors for the selected
responses is presented in Figure 11. From the results of Table
11, it was observed that the model possess a low standard error
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Figure 10. Model summary statistics for heat input

From the result of figure 9, it was again observed that the
quadratic polynomial had a non-significant lack of fit and was
suggest for model analysis while the cubic polynomial had a
significand lack of fit hence aliased to model analysis. The
model statistics computed for heat input response based on the
different model sources is presented in Figure 10. The
summary statistics of model fit shows the standard deviation,
the r-squared, adjusted r-squared, predicted r-squared and

ranging from 0.27 for the individual terms, 0.35 for the
combine effects and 0.26 for the quadratic terms. Standard
errors should be similar within type of coefficient; smaller is
better. The error values were also observed to be less than the
model basic standard deviation of 1.0 which suggests that
response surface methodology was ideal for the optimization
process. The correlation matrix of regression coefficient is
presented in Figure 12.
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Figure 12. Correlation matrix of regression coefficients
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Figure 13. Computed model leverages

Lower values of the off diagonal matrix as observed in figure
12 indicates a well fitted model that is strong enough to
navigate the design space and adequately optimize the selected
response variables.

From the results of Figure 12, it was observed that the off
diagonal matrix had coefficients that were approximately 0.00
which is an indication that the quadratic model was the ideal
one for this analysis since off diagonal matrix greater than 0.00
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is cause for alarm indicating a model having coefficients that
are poorly correlated. To understand the influence of the
individual design points on the model’s predicted value, the
model leveages were computed as presented in Figure 13.
Leverage of a point varies from 0 to 1 and indicates how much
an individual design point influences the model's predicted
values. A leverage of 1 means the predicted value at that
particular case will exactly equal the observed value of the
experiment, i.c., the residual will be 0. The sum of leverage
values across all cases equals the number of coefficients
(including the constant) fit by the model. The maximum
leverage an experiment can have is 1/k, where k is the number
of times the experiment was replicated. Leverages of 0.6698
and 0.6073 calculated for both the factorial and axial points
coupled with 0.1663 for the center point as observed in figure
13 shows that the predicted values are close to the
experimental values. Hence lower residual value which shows
the adequacy of the model. In assessing the strength of the
quadratic model towards maximizing the deposition rate, weld
penetration and optimizing the heat input, one way analysis of
variance (ANOVA) was generated for the heat input response
is presented in Figure 14.

Analysis of variance (ANOVA) was needed to check whether
or not the model is significant and also to evaluate the
significant contributions of each individual variable, the
combined and quadratic effects towards each response. To
validate the adequacy of the quadratic model based on its
ability to optimize the heat input, the goodness of fit statistics
presented in Figure 15. From the result of figure 15 it was
observed that the "Predicted R-Squared" value of 0.8128 is in
reasonable agreement with the "Adj R-Squared" value of
0.9170. Adequate precision measures the signal to noise ratio.
A ratio greater than 4 is desirable. The computaed ratio of
14.601 as observed indicates an adequate signal. This model
can be used to navigate the design space and adequately
optimize the heat input. To obtain the optimal solution, we first
consider the coefficient statistics and the corresponding
standard errors. The computed standard error measures the
difference between the experimental terms and the
corresponding predicted terms. Coefficient statistics for the
heat input response variable is presented in Figures 16.
Variance inflation factor (VIF) value of 1.00 for the individual
and combine terms, 1.02 for the quadratic terms as observed in
figure 16, indicate a significant model in which the variables
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Figure 14. ANOVA table for validating the model significance towards minimizing heat input
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are highly correlated with the responses. The optimal equation
which shows the individual effects and combine interactions of
the selected input variables (current, voltage and gas flow rate)
against heat input is presented based on the coded variables in

Figure 17.

File Edit Wiew Display Options

The optimal equation which shows the individual effects and
combine interactions of the selected input variables (current,
voltage and gas flow rate) against heat input is presented based
on the actual factors in Figure 18.
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The diagnostics case statistics which shows the observed
values of heat input against their predicted values is presented
in figure 19. The diagnostic case statistics actually give insight
into the model strength and the adequacy of the optimal second

To asses the accuracy of prediction and established the
suitability of response surface methodology using the quadratic
model, a reliability plot of the observed and predicted values of
heat inputdeposition rate was obtained as presented in Figures

order polynomial equation.

20.
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The high coefficient of determination (r* = 0.9739, 0.9751 and
0.9563) as observed in Figure 20 were used to established the
suitability of response surface methodology in maximizing the
deposition rate, weld penetration and optimizing the heat input.
To accept any model, its satisfactoriness must first be checked
by an appropriate statistical analysis output. To diagnose the
statistical properties of the response surface model, the normal
probability plot of heat input for deposition rate was presented
in Figure 21. The normal probability plot of studentized
residuals was employed to assess the normality of the
calculated residuals. The normal probability plot of residuals
which is the number of standard deviation of actual values
based on the predicted values was employed to ascertain if the
residuals (observed — predicted) follows a normal distribution.
It is the most significant assumption for checking the
sufficiency of a statistical model. Result of Figure 21 revealed
that the computed residuals are approximately normally
distributed an indication that the model developed is
satisfactory. To determine the presence of a possible outlier in
the experimental data, the cook’s distance plot was generated
for the different responses.

The cook’s distance is a measure of how much the regression
would change if the outlier is omitted from the analysis. A
point that has a very high distance value relative to the other
points may be an outlier and should be investigated. The
generated cook’s distance for heatinput is presented in Figures
22. The cook’s distance plot has an upper bound of 1.00 and a
lower bound of 0.00. Experimental values smaller than the
lower bound or greater than the upper bounds are considered as
outliers and must be properly investigated. Results of Figure22
indicates that the data used for this analysis are devoid of
possible outliers thus revealing the adequacy of the
experimental data. To study the effects of combine input
variables on heat input response variable, 3D surface plots
showing the topography of the response is presented in Figure
23. The 3D surface plot as observed in Figure 23 shows the
relationship between the input variables (current and voltage)
against the response variables (deposition rate, weld
penetration and heat input) It is a 3 dimensional surface plot
which was employed to give a clearer concept of the response
surface.
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Although not as useful as the contour plot for establishing
responses values and coordinates, this view may provide a
clearer picture of the surface. As the colour of the curved
surface gets darker, the deposition rate and weld penetration
increase proportionately while the heat input decreases. The
presence of a coloured hole at the middle of the upper surface
gave a clue that more points lightly shaded for easier
identification fell below the surface. In Figure 23, it was
observed that the colour of the surface gets dark towards the
current and voltage and indication that increasing current and
voltage will bring about a corresponding increase in heat input
Finally, numerical optimization was performed to ascertain the
desirability of the overall model. In numerical optimization
phase, we ask design expert to optimizing the heat input. In
addition, the optimum current, voltage and gas flow rate was
determined simultaneously. The interphase of the numerical
optimization showing the objective function is presented in
Figure 24.

The constraint set for the numerical optimization algorithm is
presented in Figure 25. The numerical optimization produces
about eighteen (18) optimal solutions which are presented in
Figure 26. From the results of figure 26, it was observed that a
current of 120amp, voltage of 20volt, and gas flow rate of
12.00 L/min will result in a welding process with weld
penetration of 10.775mm. This solution was selected by design
expert as the optimal solution with a desirability value of
98.80%. The ramp solution which is the graphical presentation
of the optimal solution is presented in Figure 27. While the
desirability bar graph which shows the accuracy with which
the model is able to predict the values of the selected input
variables and the corresponding responses is shown in Figure
28. It can be deduce from the result of Figure 28 that the model
developed based on response surface methodology and
optimized using numerical optimization method, predicted the
deposition rate by an accuracy level of 99.98%, weld
penetration by an accuracy level of 97.17% and heat input by
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an accuracy level of 99.12%. Finally, based on the optimal
solution, the contour plots showing heat input response
variable against the optimized value of the input variable is
presented in Figure 29 based on the optimal solution, the

the optimized value of the input variable is presented in Figure
30. As presented in Figure 30, the contour plot can be
employed to predict the optimum values of the input variables
based on the flagged response variables.

contour plots showing desiribility response variable against
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Findings
From the study, the following are the findings:

e Results of the sequential sum of square , revealed that
the quadratic model 1is suitable to model the
experimental data collected from the experiment

e The cookes distance plot revealed that the data all
clustered around the mean ,indicating that the RSM
model is fit for analyzing this data

e From the numerical optimization results it was observed
that a current current of 120amp, voltage of 20volt, and
gas flow rate of 12.00 L/min will result in a welding
process with Heat Input of 1156.09J/mm

Conclusion

The quality of a weld can be determined by the size of the
weld penetration, deposition rate and heat input. In this study
the response, surface methodology was employed to predict
and optimize the responses stated above. The results obtained
shows that the voltage has very strong influence on the heat
input. The models developed possess a variance inflation
factor of 1 and P- values < 0.05 indicating that the models are
significant, the models also possessed a high goodness of fit
with R? (Coefficient of determination) values of 95.9% for
WDR, 95.1% for heat input and 92.3% for weld penetration
respectively The reasonable agreement between the predicted
R?value and the adjusted- R? value was employed as a bases to
justify the adequacy of the second order polynomial equation
and the suitability of RSM in creating a better explanation to
the experimental data.. The noise to signal ratios were greater
than 4, which indicates that the models have adequate strength
and potency to predict its target response.
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