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ARTICLE INFO                                    ABSTRACT 
 
 

 

The study pertaining to the available medical databases which are of huge size involve the 
consideration of all the attributes related to the problem. This resulted in large amount of 
computational time and accordingly there was a drastic reduction in the computational speed 
also. In order to minimize these factors, the present study was undertaken which enabled to get 
optimal results by using neural classifier techniques. In this paper, the effectiveness of various 
attributes and classifiers in the cytological diagnosis of WBCD breast cancer dataset were 
compared. Here, the most effective attributes were identified and it was found that these 
attributes describe at least one of the important nuclei characteristics of the morphological and 
textual features namely size, shape and texture of a cancerous cell. Further, applying all these 
attributes together to the classifiers, it was found that there was a significant increase in their 
performance which resulted in optimal computational speed and time. Overall, it was found that 
support vector machines could give accuracy as high as 97.37%. 
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INTRODUCTION 
 
Breast cancer has been identified as the second largest cause 
of cancer related deaths among women. According to 
projections by the World Health Organization (WHO), the 
number of breast cancer diagnosis is estimated to be 1.2 
million. In India, breast cancer affects one   out of 22 women 
and in every 6.5 minutes one woman is diagnosed with the 
disease. Early diagnosis by means of automated breast 
imaging systems like digital mammography, ultrasound 
imaging and MRI effectively assist radiologists and physicians 
to give a better chance for curing from the disease and increase 
the survival rate (West et al., 2005). The breast cancer 
diagnosis problem has attracted many researchers in 
computational intelligence, data mining and statistical fields. 
A good amount of research and diagnosis of the disease is 
found in literature. For example, Diagnosis and detection of 
Breast Cancer using support vector machine was made by 
Sudhir et al., 2006. Performance of statistical Neural Network 
structures was investigated for breast cancer diagnosis by 
Tüba Kıyan et al., 2003. A technique based on inductive 
decision tree algorithm was proposed for classification 
problems by Aboul, 2003. A comparative analysis of different 
neural network techniques for binary classification problem 
was made by Jeatrakul et al., 2009. A method for feature 
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extraction using mutual information as criteria was proposed 
by O Valenzuela et al., 2006.  Neural networks, with their 
remarkable ability to extract patterns and detect trends that are 
too complex to be noticed by either humans or other computer 
techniques are one of the emerging and effective 
computational techniques. The most important neural network 
classifiers for real world problems are Multilayer Perceptron 
(MLP), Radial Basis Function (RBF) and Support Vector 
Machines (SVM).MLP’s are feed forward neural networks 
trained with standard backpropogation algorithm. They are 
supervised networks and require a desired response to be 
trained. They have been shown to approximate the 
performance of optimal statistical classifiers in different 
problems (Haykin,1999). 
 
RBF networks are non linear hybrid networks using Gaussian 
transfer function. The centers and widths of the Gaussians are 
set by unsupervised learning rules and supervised learning is 
applied to the output layer. Their main advantage is strong 
adapting ability and faster training (Haykin,1999). SVM, one 
of the most successful learning algorithms proposed in recent 
years,are set of related supervised learning methods that 
analyze data and recognize patterns used for classification and 
regression analysis. One of the main advantages of the support 
vector machine over other networks is it gives simple 
geometric interpretation. (Haykin, 1999). 
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The main objective of the present study was to compare the 
effectiveness of various attributes and classifiers in the 
cytological diagnosis of breast cancer. Various combinations 
of features and classifiers were taken into consideration in 
order to find which performed the best in terms of accuracy, 
sensitivity and specificity. 
 

MATERIALS AND METHODS  
 
Dataset used 
 
The Wisconsin breast cancer database (WBCD) was originally 
collected and provided by Dr.William.H.Wolberg and used by 
a number of researchers in pattern recognition and machine 
learning. This database was obtained from the repository of 
machine learning database, University of California, Irvine.                       
It contains features that describe characteristics of the cell 
nuclei of a fine needle aspirate (FNA) of a breast mass (W.N 
Street et al., 1993). For each cell nucleus, there are 30 real-
valued attributes (O.L. Mangasarian, et al., 1995), and 559 
instances of which 357 are benign and 212 are malignant type. 
The three values that are provided for each attribute refer to 
the mean, standard error and “worst” values. Benign and 
malignant tissues can be differentiated by considering the 
difference between the visual characteristics of the nuclei of 
their cells. For this purpose, attributes which describe the 
morphological and textual characteristics are considered 
(W.H.Wolberg et al., 1995). These attributes include: area and 
radius, which describe size; perimeter which expresses both 
size and shape; smoothness, concavity, compactness, concave 
points, symmetry and fractal dimension which describe shape 
and variance of the gray level of pixels which is an indicator 
of texture.  
 
Methodology 
 
The dataset was partitioned into two sets: training and testing. 
The testing set was not seen by any neural network during the 
training phase. It was only used for testing the generalization 
of neural network classifiers after they were trained. The 
cytological attribute (area, radius, perimeter, smoothness, 
concavity, compactness, concave points, symmetry and fractal 
dimension) values were used as input data. After many trials 
and experimentation, it was found that the best results were 
obtained by dividing 559 breast cancer samples into 455 
training samples and 114 testing samples. All the three 
networks(multi layer perceptron, radial basis function and 
support vector machines ) were trained by considering 455 
exemplars and a maximum of 1000 epochs in supervised 
learning (common to all networks) while 100 epochs were 
used  for unsupervised learning (common to radial basis 
function and support vector machines). The transfer function 
used was “TanhAxon” and the learning rule was “Levenberg 
Marquardt”.  

 
RESULTS AND DISCUSSION 
 
The simulations were realized using “Neuro solutions 6.05” on 
WBCD database using only one attribute at a time for the 
classification of breast cancer into benign and malignant type. 
Three different Neural classifier structures, MLP, RBF and 
SVM were applied to make a comparative study of these  and 
to predict an optimal performance evaluation. 

 
 
 
 
 
 
 

 
 

Fig 1. Performance of MLP for individual attributes 
 

 

Fig 2. Performance of RBF for individual attributes 
 

 

 
 

Fig. 3. Performance of SVM for individual attributes 

 
Measures for performance evaluation 
 
In this study, we used three performance measures namely 
Accuracy, Sensitivity and Specificity which can be 
mathematically expressed as  

Table 1.  Performance of networks with the best performing 
attributes area, perimeter, radius and  concave points 

 

Neural 
Network 

TP FP FN TN 
Sensitivity 

(%) 
Specificity 

(%) 
Accuracy 

(%) 
MLP 39 2 2 71 95.12 97.26 96.49 
RBF 41 4 0 69 100.00 94.52 96.49 
SVM 40 2 1 71 97.56 97.26 97.37 
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Accuracy= (TP+ TN)/ (TP+TN+FP+FN)    
Sensitivity =TP/ (TP+FN)              
Specificity=TN/ (TN+FP)               
where TP, TN, FP and FN denote  true positives, true 
negatives, false positives and false negatives  respectively. A 
true positive decision occurs when the positive prediction of 
the classifier coincides with a positive prediction of the 
pathologist. A true negative decision occurs when both the 
classifier and the pathologist suggest the absence of a positive 
prediction. False positive occurs when the classifier labels a 
benign case (negative) as a malignant one (positive). Finally, 
false negative occurs when the system labels a positive case as 
negative. Further, classification accuracy is defined as the ratio 
of the number of correctly classified cases to the total number 
of cases. Sensitivity refers to the rate of correctly classified 
positives. Specificity refers to the rate of correctly classified 
negatives.  
 
The graphs predicted that the attribute “radius” gave the 
highest accuracy for MLP and SVM where as the attribute 
“area” gave the highest accuracy for RBF.  The attribute 
“perimeter” gave the highest specificity for MLP and SVM 
where as for RBF the attribute “area” gave the highest 
specificity.  While, attribute “concave points” gave the highest 
sensitivity for MLP and RBF where as for SVM, the attribute 
“perimeter” gave the highest sensitivity. From this analysis, it 
was found that the attributes area, perimeter, radius and 
concave points contributed significantly towards greater 
accuracy, specificity and sensitivity.  The classifiers were 
trained and tested considering only for these four attributes.  
The results were tabulated as shown in Table 1. With this best 
chosen set of attributes, it was found that there was a 
significant increase in the performance of all the three 
networks. By choosing this minimum set of features, irrelevant 
and redundant attributes were removed. Over all, SVM gave 
the best performance. For any further considered diagnostic 
samples, it would be sufficient to obtain accurate results by 
using samples having only these chosen attributes. With this, it 
was possible to optimize the computational speed and time. 
Figures 1,2 and 3 show the values of performance metrics 
for  all attributes  taken  one at a time as the input to the 
MLP,RBF and  SVM respectively. 
 
Conclusions 
 
In this paper we presented a comparative study of the 
effectiveness of various attributes and neural classifiers in the 
classification of the WBCD breast cancer dataset. The most 
effective attributes were identified and were applied as input to 
the classifiers. It was found that there was a significant 
increase in the performance by optimizing both speed and 
time. SVM yielded the most consistent results. No doubt, the 
results of the present investigation help the doctors to take 
right decisions at right time which in turn increases the 
survival rate.   
 
Future scope 
 
This paper forms the basis for further implementation and 
computation of different network classifiers and the other 
training algorithms. The work in this direction is in progress. 
This method can be used for the diagnosis of other diseases 
also. 
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